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GRAPES-3 is located in Ooty, India 
11.4o N lat., 76.7oE lon., 2200 m alt.  
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• 400 plastic scintillator detectors (1 m2 area) with 8 m inter-separation spread over 25,000m2 

• 560 m2 muon detector consisting 3712 proportional counters (6m x 0.1m x 0.1m). 
• 3 x 106  EAS events per day in TeV- PeV range with median energy of 15 TeV. Chapter 2. The GRAPES-3 experiment
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Figure 2.1: Schematic of GRAPES-3 detector systems displaying single PMT SDs
(N), double PMTs SDs (N) and G3MT modules (⇤).

“fiber” detectors, which exhibit unique methods of collecting scintillation photons.
In addition, the fiber detectors are implemented with two different readout systems,
namely a single Photo-Multiplier Tube (PMT) and a double PMTs configuration.
The double PMTs SDs are placed strategically in a uniform layout to form a sub-
array with hexagonal geometry and an inter-detector separation of 16 m. The details
on the SDs are presented in subsection 2.1.1. Fig. 2.1 depicts the schematic of the
GRAPES-3 detector systems. The single and double PMTs SDs are denoted by blue
and red triangles, respectively, while open squares represent the G3MT modules.

The EAS array records the energy deposited and arrival time (t) of EAS sec-
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      GRAPES-3 experiment at Ooty, India, altitude: 2200m

 Muon detector (16 modules)

    1 PMT Scintillator     2 PMT Scintillator
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• Scintillator detectors measure density and arrival 
times of EAS particles 

• 25% of scintillators instrumented with 2 PMTs for 
extended density measurements over 10000 m-2  

Gamma-hadron discrimination

EM cascade
Hadronic cascade
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Photo-electron yield 

Time Response 

“G3sim” is a compact  C++ code of about 1000 lines 

 

 P.K. Mohanty et al. Rev. Sci. Instrum. 83 (2012) 043301.

More details at ASET Friday, 20 February 2015 
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Plastic Scintillator development:

Decay Time= 1.6 ns  Light Output = 85% Bicron (54% anthracene)

Timing 25% faster  Atten. Length λ= 100cm  Cost ~30% of Bicron

Max Size 100cmX100cm  Total > 2000

CERN, Osaka, IUAC Delhi, Bose, VECC, BARC, ECIL, Utkal U.

Development & fabrication of plastic scintillators

Dayalbag, IISER Pune
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New design using WLS fibers

Parallel Matrix σ

Optimization          
    questions?
   Groove Configuration

   Fibers and Spacing

   Scintillator thickness

   Reflector wrapping 

     Monte Carlo Code: G3sim
Energy Loss by Landau distribution

Photon tracking in scintillator taking into 
account attenuation loss, surface loss  and 
reflecting material 

Photon capture, trapping and propagation 
in WLS fiber taking into account  
meridional and skew  ray modes.
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In-house developed simulation code G3sim.  P.K. Mohanty et al., Rev. Sci. Instrum. 83 (2012) 043301. 

Development and fabrication of plastic scintillators at GRAPES-3 
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PhD synopsis

D. Pattanaik

Motivation

gamma rays

EAS

EAS detectors

GRAPES-3
expt

EAS array

G3MT

EAS reco.

Pedestal

Gain

NKG reco.

Direction reco.

Quality check

Moon shadow

�-rays search

Conclusion

Reconstruction of air shower
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       Shower reconstruction and parameters

Core location (Xc, Yc), Age (s), Size (Ne) -> Energy 

4.2. Reconstruction of EAS parameters
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Figure 4.2: A two-dimensional representation of the lateral distribution of
particle densities (⇢) recorded by the GRAPES-3 on 02 February 2014 at
13:49:03.0175029 IST.

distribution of ⇢ recorded by the GRAPES-3 for the same event mentioned in the last
section. The ⇢ is maximum near the EAS core and decreases as the distance from
the core increases. The lateral ⇢ distribution can be fairly described by the NKG
lateral distribution function. According to the NKG function, the ⇢ at a distance
(r) from the EAS core is given by,

⇢ =
Ne

2⇡r2m

�(4.5� s)

�(s)�(4.5� 2s)

✓
r

rm

◆s�2 ✓
1 +

r

rm

◆s�4.5

(4.3)

where rm = 103 m is Moliere radius for the GRAPES-3 observational site.
The values of Xc, Yc, s, and Ne are obtained by fitting the observed ⇢ with

the NKG function by employing the log-likelihood method. The probability (pi) of
detecting n

obs
i (=⇢

obs
i , because of the unit area of each SD) number of particles in i

th

SD, given an expected n
exp
i (=⇢

exp
i ) number of particles from the NKG function, is

expressed by the Poisson probability distribution and formulated as,

pi =
(⇢expi cos ✓)⇢

obs
i ⇥ e

�⇢expi cos ✓

⇢
obs
i !

(4.4)
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4.2. Reconstruction of EAS parameters
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Figure 4.3: Lateral distribution of particle densities (⇢) (black markers) recorded by
the GRAPES-3 on 02 February 2014 at 13:49:03.0175029 IST along with the NKG
fit curve (red curve).
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Figure 4.4: Core resolution (left) and shower size resolution as a function of log(Ne)
for ✓< 17.8� and Ne range corresponds to more than 90% trigger efficiency. The �r

and �Ne are calculated for the simulated EAS initiated by proton primaries.

Fig. 4.4 shows the variation of �Ne with shower size for ✓> 17.8� and Ne range that
corresponds to more than 90% trigger efficiency. The �Ne also improves with an
increase in the Ne from 40% at Ne = 104.1 to better than 3% for Ne� 105.5.
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 Performances of the scintillator array  (through MC)
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FIG. S7. Plot displaying the statistical (thick blue line) and
total systematic uncertainty (thick red line) in the estimation
of relative composition of proton primaries as a function of
shower size. The total systematic uncertainty was calculated
by adding the contribution of systematic uncertainty from
different sources, represented by dashed lines with different
colors, in quadrature.

TABLE S3. Systematic uncertainties (%) in estimating the
relative composition of proton primary using Gold’s unfold-
ing algorithm. See the text for the description of �i,ii,iii, �iv,v
and �vi. The last column represents the total systematic un-
certainty.

Ne �i,ii,iii(%) �iv,v(%) �vi(%) �total(%)

1.26⇥ 104 +0.04/�0.09 +3.69/�5.96 ±3.18 +4.87/�6.76
2.00⇥ 104 +0.08/�0.01 +3.04/�7.02 ±3.67 +4.77/�7.92
3.16⇥ 104 +0.04/�0.85 +2.43/�4.03 ±3.87 +4.57/�5.71
5.01⇥ 104 +0.05/�1.04 +1.70/�2.87 ±3.41 +3.80/�4.90
7.94⇥ 104 +0.25/�1.03 +0.59/�2.13 ±5.03 +5.07/�5.87
1.26⇥ 105 +0.44/�0.83 +0.00/�2.02 ±1.81 +1.86/�3.61
2.00⇥ 105 +0.77/�0.48 +0.33/�1.76 ±3.34 +3.44/�4.20
3.16⇥ 105 +0.84/�0.52 +0.69/�3.08 ±3.86 +4.01/�5.12
5.01⇥ 105 +1.09/�0.30 +0.00/�5.28 ±5.14 +5.25/�7.43
7.94⇥ 105 +1.80/�0.37 +0.00/�8.61 ±6.03 +6.29/�10.52

initial prior, and unfolding bias. Similarly, �iv,v repre-
sents the combined systematic uncertainty due to the dif-
ferent spectrum profiles to generate the response matrix
and smoothing. The �vi represents the systematic uncer-
tainty due to limited MC simulation dataset statistics.

S4. PROTON ENERGY RESOLUTION

The energy resolution and bias (offset) were calculated
with the aid of the MC simulations. As discussed in
section S1, two simulated datasets (set-1 from 1 TeV to
10 PeV and set-2 above 100 TeV with a single spectrum
of spectral index -2.7) were used to improve statistics for
higher shower size. Each set was divided into two parts to
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FIG. S8. Top: A two-dimensional representation of the
shower size and primary energy distribution on the log-log
scale, where color gradient represents the number of showers.
The symbols represent the median energy corresponding to
the median shower size with a bin width of 0.2 on a logarith-
mic scale, and the black line represents the linear fit. Bottom:
The energy resolution and bias for the proton primaries as a
function of reconstructed energy.

have two independent datasets. The first sub-dataset of
set-1 and set-2 was used to obtain a shower size to energy
relation. For each shower size bin of interest, the median
energy was plotted against the median shower size value
in the same bin on a log-log scale, as represented by the
violet circle symbol in the top panel of FIG. S8. The
error bars are smaller than the size of the symbol. A two-
dimensional distribution of shower size and energy is also
displayed on a finer bin width, where the color gradient
represents the number of EASs. The sharp change in the
color gradient visible at Ne = 105.0 is due to the higher
statistics of set-2. The shower size (Ne) to energy (E)
relation was modeled with a linear function given as,

logE = m⇥ logNe + c, (S12)

where c and m are the intercept and slope. The values of
c = 0.901 ± 0.006 and m = 0.909 ± 0.001 were obtained
from the fit represented by the black line in the top panel
of FIG. S8.

Chapter 5. Data selection and energy calibration
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Figure 5.4: Trigger efficiency ("T ) as a function of primary energy for all simulated
primaries with ✓< 17.8�.

The value of "T depends on energy, mass, and ✓ of PCRs. Using the pre-simulated
dataset with a spectral slope of �2.5, mentioned in section 3.1, the "T is calculated
as a function of primary energy (ET ) for all simulated primaries within sec✓ bins
ranging from 1.00 to 1.40 with equal width of 0.05. Fig. 5.4 illustrates the variation
of trigger efficiency for H, He, N, Al, and Fe initiated EASs with respect to the
primary energy in a ✓ range from 0.0� to 17.8�. The corresponding values are listed
in Table 5.2.

The MC simulations have demonstrated that the signal pulse of the SDs is pri-
marily (about 85%) attributed to the EAS secondary electrons. Therefore, the
variation of "T with various PCRs parameters can be understood by examining the
variation in the number of secondary electrons at the GRAPES-3 observational level.
Since the Xmax increases with an increase in the energy of a given primary, it re-
sults in more secondary electrons (with relatively higher energy) at the observational
level. It increases the probability of triggering SDs with a relatively greater amount
of deposited energy. Hence, the "T increases with an increase in the energy of a given
primary. On the other hand, the Xmax decreases with an increase in the primary
mass at a given primary energy. Thus, the number of secondary electrons at the
observational level decreases, leading to a corresponding decrease in the "T .

Fig. 5.5 displays the values of "T as a function of primary energy in four alterna-
tive ✓ bins for both H and Fe-initiated EASs, as depicted in the left and right panels,
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GRAPES-3 scintillator array response to primary CRs

Energy resolution Energy bias

Trigger efficiency
Core resolution
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 Scintillator array response to primary cosmic rays 

 Trigger efficiency

 Energy resolution and bias

  90% for proton  
  at 40 TeV

6

Acceptance for proton
PoS(ICRC2019)449

Cosmic rays energy spectrum by GRAPES-3 F. Varsi

Aacc(ET ) =
pA
2 Ânq

k=1 etot(ET ,qk)(cos2qk � cos2qk+1) ...(3)

where A is the fiducial area, nq is the total number of angle bins and qk and qk+1 are low and high
edges of each angle bin, respectively. The trigger efficiency for all secq bins are shown in Figure
2(a) and the total acceptance (1.0  secq < 1.4) for GRAPES-3 EAS array is shown in Figure
2(b). The trigger efficiency increases with energy of the PCRs because the PCRs of higher energy
produce more number of secondary particles with relatively higher energy. Hence the probability
of the trigger increases. For 1.0  secq < 1.05, the trigger efficiency increases from 0.06% at 1.2
TeV to 93% at 48.2 TeV. The trigger efficiency at a given energy decreases with increase in the
zenith. It is due to the fact that with increase in zenith, the effective length travelled by the EAS
increases and causes more attenuation of the EAS. Hence the probabilty of the trigger decreases.
The acceptance for the GRAPES-3 EAS array is 4.8 m2sr at 1.2 TeV and increases upto 21840 m2sr
at 760 TeV.
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Figure 2: (a): Trigger efficiency for proton initiated EAS for different secq bins. (b): Total accep-
tance for GRAPES-3 EAS array.

3.3 Energy calibration

The shower size (Ne) is a measure of the energy of PCRs (ET ) particle. The conversion relation
can be derived from simulation. The log-log profile plot of the Ne and ET for 1.0  secq < 1.05 is
shown in Figure 3(a). The variation is linear in the region having 100% trigger efficiency (region
1). In the region where the efficiency is less than 100% (region 2), larger mean Ne is observed
as compared to the mean Ne expected from linear relation followed by region 1. It is due to the
cut-off on Ne by Level-1 trigger. When ET decreases, only those EAS can reach the detector which
developed deeper in the atmosphere and are able to produce the trigger. This leads to higher values
of mean Ne. To get energy-size relation, the profile plot is fitted with 2 different functions (4) and
(5) in the region 1 and region 2, respectively.

logNe =
logET�A

a1
...(4) logNe = ( 1

a2
).ln

⇣
B�logET

C

⌘
...(5)

where A, B and C are the fit parameters and a1 and a2 are fixed parameter. The values of a1 and
a2 are set to 0.85 and -1.405, respectively. Zenith angle correction is done by parameterizing the
values of A, B and C obtained from fitting. A, B and C vary linearly with secq as follows.
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 Performances of the scintillator array (angular resolution) 

15 15
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   Angular Resolution  

• Angular resolution significantly improved after energy dependent shower front curvature correction (PhD thesis of 
Jhansi Bhavani). 

• GRAPES-3 angular resolution is now comparable to other experiments located at twice of higher altitude

15
D. Pattanaik et al,  Physical Review D, 106, 022009 (2022)

    Talk by D. Pattanaik 
   WG1/489, 13 Dec,12:15 

Moon shadow

D. Pattanaik,

DAE-HEP

Symposium

2022

Introduction

GRAPES-3

expt

Data

selection

Analysis

method

Results

Analysis method

Moon shadow: Background selection:

o
Ω

I A circular region of angular radius 3.5�

from the center of the Moon was selected.

I The region was then divided into 14
annular bins of equal bin width i.e. 0.25�.

I The central bin is comparable to the size
of the Moon (angular radius = ⇠0.26�).
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  Moon shadow  

GRAPES-3 being a particle detector array operates 24x7 and it has wide field of view. It can search for 
multi-TeV gamma ray sources in survey mode which requires a good angular resolution.

15

PhD synopsis

D. Pattanaik

Motivation

gamma rays

EAS

EAS detectors

GRAPES-3
expt

EAS array

G3MT

EAS reco.

Pedestal

Gain

NKG reco.

Direction reco.

Quality check

Moon shadow

�-rays search

Conclusion

Arrival direction reconstruction
Shower front:

Dependence of slope on size and age:

I Shower front is best explained by a curvature
surface centered at the shower axis.

I The slope of this curvature exhibit a dependence
on shower size and age.

V.B. Jhansi et al. JCAP 07(2020)024
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Relative deficit of cosmic rays
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Angular resolution from the Moon shadow

Angular resolution improvents

10 210
Energy (TeV)

0.5

1.0

1.5

A
n

g
u

la
r 

re
s

o
lu

ti
o

n
 (

d
e

g
re

e
)

Moon shadow (Oshima et al., 2010)

Left-Right, this work

Moon shadow, this work

Comparison with other expts.

10 210
Energy (TeV)

0.2

0.4

0.6

0.8

1.0

A
n

g
u

la
r 

re
s

o
lu

ti
o

n
 (

d
e

g
re

e
)

γ
Tibet AS

HAWC

ARGO

GRAPES-3, this work

1 Clear agreement between Left-Right and Moon shadow method.
2 Significant improvements from the earlier analysis.
3 Despite lower altitude location (2200 m), the angular resolution of the

GRAPES-3 array is comparable to the experiments located at twice the
altitude of the GRAPES-3 experiment.

Published as, “D.Pattanaik et al. Phys. Rev. D, 106, 022009 (2022)”
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Moon shadowShower front curvature

Moon shadow

3.3. RECONSTRUCTION METHODOLOGY

Figure 3.11: Representation of an EAS arrival and TOF measurements. A direction projecting
perpendicular to shower plane points back to the incoming direction.

core increases. In general, the direction is estimated by fitting the shower front based

on the measured TOF information. The shower front is approximated to a plane and

fitted with equation of plane – projection perpendicular to the plane is the direction of

the PCR. The plane front is fitted by �
2 minimization of Eq. 3.9.

�
2 =

nX

i=1

[lXi +mYi + nZi + C(Ti � t0)]
2 (3.9)

l = sin(✓)cos(�) (3.10)

m = sin(✓)sin(�) (3.11)

n = cos(✓) (3.12)
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   Inside view of 
muon telescope

   

GRAPES-3 Muon Telescope (Ooty, India, 11.4oN, 76.7oE, Rc = 17 GV)
          Records 4 x 109 muons per day,  Sensitivity: 1 part in 104

ISVHECRI 2022 6

Muon Telescope
• 16 muon modules 
• 3712 PRCs 
• Area: 560 m2 
• Energy threshold: sec(θ) GeV 
• 169 directions covering 2.3 sr 
• 4° angular resolution 
• 4 billion muons / day GRAPES-3 muon detector (560 m2) 

8

PoS(ICRC2021)257

Triggerless Muon Data Acquisition System (TM-DAQ) A. Jain

(DWM) card. Using DWM control card the arrival time of muons with respect to EAS trigger
with resolution of 167 ns and pulse width with a resolution of 300 ns for all the hit counters are
transferred to EAS muon data card which interfaces the data to the computer (PC1). The logical OR
of all 58 PRCs output in a layer called layer-OR and coincidences of layer-OR signals like 2-fold,
3-fold, and 4-fold are monitored using monitor data card in multiplex mode.

An additional DAQ was designed and installed in the year 2000 as shown by dotted lines in
Figure 2(a) to record the directional flux of muons using an independent self trigger generated by
each muon module called a four fold trigger (4F-trigger). As shown in Figure 1(b) when a muon
passes through all the four layers of a module and hitting at least one PRC in each layer a coincidence
4F-trigger at the rate of ⇠3.2 kHz is generated by the module. The status of each PRC is latched in
pulse latch cards on the arrival of a 4F-trigger and stored in the large memory bank available on the
module control card. The data from all the four modules of a super-module is read every second
via a common control card and transferred to the computer (PC2) via a PCI interface card. Since
the trigger rate is very high and data volume becomes 1.5 GB / hour per super-module, totaling to
144 GB per day for all super-modules which was very large considering the available technology
for storage devices during year 2000. Thus to overcome that the DAQ system makes a histogram
for arrival directions every 10 s and stores them for further analysis which results in data volume of
4GB per day for all super-modules. The existing system which was designed two decades back is
working fine as desired, but it imposes challenges in terms of maintenance where all components are
getting obsolete and the interfaces used are outdated. Additionally, the current system functionality
can be further enhanced by improving on parameters like dead time, which is 15-20% presently.
The dead time is directly proportional to EAS trigger rate (⇠45 Hz), and considering the future
expansion of the plastic scintillator array, the expected EAS trigger rate will increase to ⇠100 Hz.
The dead time for existing muon DAQ would become very large and unacceptable.

Using an embedded system design approach a FPGA based compact, powerful and pro-
grammable TM-DAQ was designed, it overcomes all the bottlenecks of the existing system, and
provides finer resolution of data with complete flexibility to collate data between all modules. The
Figure 2(b) shows the block diagram of the new DAQ which utilizes essentially 2 numbers of FPGA
based cards where each one can interface with 158 independent PRCs. One of them is configured
as master and the other as a slave card, hardware for both of them are same and basic functionalities
are similar however, the master has an additional interface to communicate with PC via USB and in
future using TCP/IP protocol, the master card is also responsible for communication between slave
card to PC using SPI protocol the detail description of the functionality is covered in next section.

Figure 1: Schematic view of (a) A PRC and (b) PRC’s placement in a muon module

3

• Muon detector consists of 16 modules of  
   35 m2 area each. 
• Threshold of muons = 1 GeV 
• Muons recorded associated with each EAS 

trigger,  also with self trigger or individual  
muons for measurement of muon flux. 

• Self triggered muons are recorded in 169 
directional bins with 4o resolution. Muons 
recorded per day ~4 billions. 

 proportional counter



Chapter 3. GRAPES-3 Monte Carlo simulations

5.40 GeV (⌦) 18.05 GeV (e+) 0.81 GeV  (⌦)

Figure 3.4: GEANT4 simulation showing the response of EM component (top),
muons (middle) and hadrons (bottom) inside the module-0 for a proton-initiated
EAS. The energy and type of each incident particle are mentioned. The green, blue,
red and magenta color represents the particle tracks for �-rays, electrons (e±), muons
(µ±) and hadrons (proton, neutron, ⇡±), respectively.
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4.3. Reconstruction of muon tracks
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Figure 4.5: PRC hits pattern (red) in X-Z (L-1 and Layer-3), and Y-Z planes (Layer-
0 and Layer-2) of all modules for an event recorded by G3MT. Blue lines represent
muons track, and magenta lines represent the projection of EAS direction in the
respective plane. PRCs with black color represents the dead PRC.
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 Geant4 response of a muon module  Tracking of muons in shower event  

9 550 gm cm-2 of concrete absorber. Threshold for muons = 1 GeV x sec(theta).



• Cosmic ray energy spectrum and composition over 10 TeV - 100 PeV 
  
• Cosmic ray anisotropy at TeV-PeV energies 

• Point and diffuse gamma ray sources at PeV energies 

• Space weather and heliospheric phenomena 

• Particle acceleration in thunderstorm electric fields

10

   Scientific objectives of GRAPES-3  
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Global Spline Fit (Composition and Energy Spectrum)
Fit of spectra within experimental uncertainties, allowing for constant shift in energy scales

direct measurements pre ICRC 2019

plot by H. Dembinski; details in PoS(ICRC2017)533

new/update from this ICRC 2019:
• HAWC and Tibet p+HE
• IceCube mass composition
• all-particle spectra from 

IceTop, Tunka-133, TA, Auger
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DAMPE collab., Science Adv. 5 (9) (2019)
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Figure 1: The combined signal spectra of PSD for protons and helium nuclei. The left panel is
for BGO deposited energies between 447 GeV and 562 GeV, the middle panel is for BGO deposited
energies of 4.47 − 5.62 TeV, and the right panel is for BGO deposited energies between 20 TeV and 63
TeV. The on-orbit data (black) are shown, together with the best-fit templates of simulations of protons
(blue), helium nuclei (green), and their sum (red). The vertical dashed lines show the cuts to select proton
candidates in this deposited energy range.
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~14 TeV

~500 GeV

p

Andrii Tykhonov                                                                                                                                                               DAMPE: 7 years in space

• Confirms hardening at ~ 500 GeV

• Detection of softening at ~14 TeV with high significance 
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Cosmic-ray Proton Spectrum 

Proton

Shoji Torii

Flux x E2.7  vs. Kinetic energy [Oct.2015- Apr.2023]

Proton

Energy dependence of power index

Fitting by DBPL Function

Double Power Law Function: SOFTENINGHARDENING

[50GeV-60TeV]

PRL 129 101102 (2022) + CRD1-01 

E0=553+44-38 GeV

E1=9.8+3.2-2.1 TeV

statistics X 1.2

38th ICRC-CALET-HIGHLIGHT TALK

DAMPE CALET

Does proton spectrum follow single power law (with known 
spectral index of -2.7) below the Knee ?  Answer is NO. 
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Chapter 6. Mass composition measurements

0 10 20 30 40 50
)
µ

Muon multiplicity (N

5−10

4−10

3−10

2−10

1−10

N
or

m
al

iz
ed

 n
um

be
r o

f s
ho

w
er

s

GRAPES-3 data

result
H He
N Al
Fe

: [4.6, 4.8]elog N]°, 17.8°: [0.0θ

Figure 6.18: A comparison of the normalized observed MMD (black solid circle) with
the resultant MMD curve (cyan-colored curve) for 4.6 log(Ne)< 4.8 and ✓<17.8�.
The resultant MMD is obtained by adding the MMD curves (represented by colored
curves) of all simulated primaries scaled by their relative composition estimated from
the Gold’s unfolding.
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Figure 6.19: Relative composition of proton primaries (a1) obtained from the
GRAPES-3 data using Gold’s unfolding as a function of Ne. The error bar rep-
resents the statistical uncertainties (�stat.), and the gray band represents the total
statistical uncertainty (�sys.).
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Figure 6.7: Normalized MMD of the observed data plotted with parameterized MMD
curves of proton and iron primaries for 4.6 log(Ne)< 4.8 and ✓< 17.8�. The MMD
curves of proton and iron primaries are weighted in such a way that the lower and
higher Nµ of the observed MMD overlap with the proton and iron MMD curves,
respectively.

by blue curves) for proton and iron primaries with 4.6 log(Ne)< 4.8 and ✓< 17.8�.
Both curves show very good agreement for each primary. It ensures the reliability
of using the parameterization to generate the MMDs of simulated primaries, which
is further utilized to generate the response matrix, as explained in subsection 6.2.2.

6.2 Estimation of relative composition of PCRs

In Fig. 6.7, the MMD curves that have been obtained from parameterization for
proton and iron primaries are plotted against the observed MMD, with the Ne and
✓ being restricted to 4.6 log(Ne)< 4.8 and ✓< 17.8�. The MMD curves for proton
and iron primaries are scaled with weight factors 0.53 and 0.02, respectively, such
that the lower and higher Nµ of the observed MMD overlap with the proton and
iron, respectively. It can be noticed that the proton primaries provide a suitable
explanation for the lower Nµ of the observed MMD, whereas the iron primaries
account for the higher Nµ. However, even adding the MMDs for proton and iron
primaries is not sufficient to cover the middle range of the observed MMD. Therefore,
PCRs of intermediate-mass groups (helium, nitrogen, and aluminium) are used in
this analysis, in addition to proton and iron. for describing the entire range of

107

   Extraction of composition using muon component  
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Figure 6.19: Relative composition of proton primaries (a1) obtained from the
GRAPES-3 data using Gold’s unfolding as a function of Ne. The error bar rep-
resents the statistical uncertainties (�stat.), and the gray band represents the total
statistical uncertainty (�sys.).
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Figure 8.1: Modeling of the energy spectrum for the proton primary measured from
the GRAPES-3 data (depicted by red markers) with the SBPL (given in Eq. 8.1)
function by considering only statistical uncertainties (top) and the total uncertain-
ties obtained by adding the statistical and systematic uncertainties in quadrature
(bottom). The black line represents the fit curve, and corresponding fit parameters
are also mentioned.

with a �
2/ndf = 3.36/3. The top panel of Fig. 8.1 shows the proton spectrum (de-

picted by red markers) fitted with the SBPL function, taking into account solely the
statistical uncertainties. The resulting fit is represented by the black curve. The fit
parameters are also mentioned. However, when considering the combined statistical
and systematic uncertainties in quadrature during the modeling, the values of fit
parameters obtained from the SBPL fitting are,

�0 = (1.367 ± 0.092) ⇥ 104 m�2
sr

�1
s
�1 GeV�1

,

Eb = 164.9 ± 53.5TeV,

�1 = �3.10 ± 0.18,

�2 = �2.59 ± 0.09,

w = 0.16 ± 0.39,

(8.3)

with a �
2/ndf = 0.16/3. The result of the fitting of the proton energy spectrum with

the SBPL by considering statistical as well as systematic uncertainties is illustrated
in the bottom panel of Fig. 8.1, along with the fit parameters.

The significance of the spectral break/hardening is examined through a compar-
ative analysis of the fitting results obtained from the SBPL with a single power law
function, described by the form,

�PL(E) = �0

✓
E

50TeV

◆�

, (8.4)
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Figure 8.3: The cosmic-ray energy spectrum for the proton primary measured with
the GRAPES-3 data (represented by red circles) by using Gold’s unfolding with
the post-LHC QGSJET-II-04 hadronic interaction model. The statistical and sys-
tematic uncertainties are represented by red error bars and the gray band, respec-
tively. The GRAPES-3 proton spectrum is compared with the results from direct
and indirect observations. The direct observations include ATIC-2 (2009, green
inverted stars) [92], CREAM-I+III (2017, cyan open squares) [93], NUCLEON
KLEM (2019, blue open pluses) [108], DAMPE (2019, red open upper triangles)
[94], CALET (2022, magenta open inverted stars) [105] and ISS-CREAM (2022,
black open squares) [107]. The indirect observations include KASCADE QGSJET
01 (2005, black squares), KASCADE SIBYLL-2.1 (2005, blue squares) [62], KAS-
CADE QGSJET-II-02 (2013, green squares) [68], IceTop SIBYLL-2.1 (2019, red
inverted stars) [67] as well as previous results from the GRAPES-3 (2012, blue and
black circles) [79].

ergy side, the GRAPES-3 measurement shows good agreement with the KASCADE
QGSTJET 01 within the statistical uncertainties. However, the measurement ex-
hibits a systematically higher flux than KASCADE SIBYLL-2.1 and KASCADE
QGSJET-II-02.

The proton energy spectrum obtained in this work, which is based on QGSJET-
II-04, shows a considerable deviation from the previous work from the GRAPES-3
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GRAPES-3  proton spectrum  measurement from 50 TeV to 1.3 PeV

The observed spectral hardening by GRAPES-3 ~165 TeV against the long-held 
belief of single power-law description of the spectrum below the Knee

14



Chapter 1. Introduction and motivation

Figure 1.13: Proton energy spectra from direct as well as indirect experiment com-
piled by [109]. The direct experiments are the same as mentioned in Fig. 1.12 and
indirect experiments include KASCADE [62, 68], and IceTop [67]. The all-particle
energy spectra from Tibet-III experiment [63] and IceTop [67] are also plotted. The
red line is the global fit for direct observations, and dashed and dashed-dot lines
represent the extrapolation of global fit to higher energies connecting indirect ob-
servations. This plot is compiled by [109].

erators. Therefore, in this regime, the interactions are guided by the extrapolation
of interaction models that have been calibrated using accelerator data. Collectively,
the indirect observations beyond PeV energies have large uncertainties, as depicted
by Lipari [109] in Fig. 1.13 for proton primaries observed by KASCADE [62, 68] and
IceTop [67]. The dashed and dashed-dot lines represent the extrapolation of global
fit obtained from direct observations to higher energies connecting indirect obser-
vations. It is evident from Fig. 1.13 that these uncertainties lead to an ambiguity
in the extrapolation of the proton energy spectrum to higher energies. Currently,
we lack conclusive experimental observations in TeV - PeV energy range. Hence, It
is extremely important to make observations between TeV and PeV energies with
substantial overlap with direct as well as indirect experiments to cross-calibrate the
uncertainty in indirect experiments. Thus, many experiments such as GRAPES-
3 [110, 111], ARGO-YBJ [112], HAWC [113] and LHAASO [114] are operating in
TeV - PeV.
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P. Lipari and S. Vernetto, Astropart. Phys. 120, 102441 (2020)

Spectral hardening in proton spectrum
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tematic uncertainties are represented by red error bars and the gray band, respec-
tively. The GRAPES-3 proton spectrum is compared with the results from direct
and indirect observations. The direct observations include ATIC-2 (2009, green
inverted stars) [92], CREAM-I+III (2017, cyan open squares) [93], NUCLEON
KLEM (2019, blue open pluses) [108], DAMPE (2019, red open upper triangles)
[94], CALET (2022, magenta open inverted stars) [105] and ISS-CREAM (2022,
black open squares) [107]. The indirect observations include KASCADE QGSJET
01 (2005, black squares), KASCADE SIBYLL-2.1 (2005, blue squares) [62], KAS-
CADE QGSJET-II-02 (2013, green squares) [68], IceTop SIBYLL-2.1 (2019, red
inverted stars) [67] as well as previous results from the GRAPES-3 (2012, blue and
black circles) [79].

ergy side, the GRAPES-3 measurement shows good agreement with the KASCADE
QGSTJET 01 within the statistical uncertainties. However, the measurement ex-
hibits a systematically higher flux than KASCADE SIBYLL-2.1 and KASCADE
QGSJET-II-02.

The proton energy spectrum obtained in this work, which is based on QGSJET-
II-04, shows a considerable deviation from the previous work from the GRAPES-3
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May require complex models, such as those where multiple classes of sources 
with different rigidity cutoffs contribute to the flux.
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 Cosmic ray anisotropy results
8

Figure 9: Anisotropy and significance observed with a scrambling window of 4hrs and a smoothing radius of 10�

No detectors hit Events E (TeV) A (⇥10�4) A up (� > 0�)(⇥10�4) A low (�  0�)(⇥10�4) B (⇥10�4)

� 10 3.6⇥ 109 19.4 6.5± 1.3 5.3± 1.6 8.4± 2.1 4.9± 1.5

� 12 3.4⇥ 109 20.4 6.7± 1.3 5.6± 1.6 8.5± 2.1 4.9± 1.5

� 14 3.1⇥ 109 22.4 6.0± 1.4 4.5± 1.7 8.6± 2.2 4.9± 1.6

� 16 2.8⇥ 109 23.9 5.6± 1.5 3.8± 1.8 8.8± 2.4 5.5± 1.7

� 18 2.4⇥ 109 25.7 5.9± 1.6 3.9± 2.0 9.5± 2.5 6.2± 1.8

� 20 2.2⇥ 109 27.5 5.9± 1.6 3.9± 2.0 9.5± 2.5 6.2± 1.8

Table 1: The di↵erent energy bins and the strengths of the observed structures A and B

A third localised region of excess is seen in ⇠ �10� to 20� of declination and ⇠ 290� to 340� of right ascension. The202

localised pixels in this region have a pre-trial significance of more than 2�. The maximum strength of excess observed203

in this region is (5.0± 1.8)⇥ 10�4 at the pixel centered at (↵ = 317.1�, � = 5.9�). The maximum significance observed204

in this region is 3.9�. The overall excess of events observed is (3.2 ± 2.7) ⇥ 10�4 and the significance of the entire205

structure is 1.8�. Hence, this structure is not very significant and will be studied in future with a larger data set.206

In order to probe the energy dependence of the anisotropic structures, the data is divided into four parts based207

on the number of detectors triggered by each of them such that each set has su�cient number of events for probing208

anisotropy as described in Table 1. The particle density for each of these groups have been shown in Figure 11.209

The strengths of both regions A and B does not change significantly with increase in energy. However, a decreasing210

trend can be seen within 1� for region A as shown in Figure 14. HAWC, Milagro and ARGO-YBJ have reported the211

energy dependence of these structures in energies ranging within a TeV to tens of TeVs. In the results reported by212

ARGO-YBJ and Milagro, the change of relative intensity with energy is not very significant within 10 TeV – 50 TeV213

but a decreasing trend can be observed. The analysis was repeated for the tail part (� � 0�) and the circular region214

(� < 0�) of Region A separately and the results are shown in Figure 15. The tail part is observed to diminish more215

with increase in energy as compared to the circular region, similar to the observations by ARGO-YBJ. Milagro has216

observed reported the CR energy spectrum to be harder in region A.217218

4. DISCUSSION219

Region A shows a proper tail region (� > 0�) for ARGO-YBJ and GRAPES-3. The tail region is not very significant220

for HAWC which could be an artifact of the median energy of HAWC being lower. ARGO-YBJ has reported a221

significant excess point close to Crab. This point is not very significant for GRAPES-3 though the tail part of region A222

ends close to the location of Crab. Milagro has observed the CR spectrum to be harder in this region which supports223

the di↵usive propagation of CRs. ARGO-YBJ and Milagro also observe a more continuous structure for region B,224

16

6.8

4.7

Analysis is performed using 3.7 billion cosmic ray events spanning 4 years at median 
energy of 16 TeV. Time scrambling method is used for background map generation.

PhD work of M. Chakraborty

Accepted in  ApJ
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the time-scrambling algorithm. The systematic excesses262

for regions A and B are also seen in the relative inten-263

sity plot. A zoomed view of the two regions are shown in264

Figure 5 and Figure 6. The details are discussed below.265

Region A is observed in the right ascension range of266

⇠50� to 80� and declination range of ⇠-15� to 30�. The267

maximum relative intensity of the anisotropy in this re-268

gion is (8.9± 2.1± 0.2)⇥ 10�4 at the pixel centered at269

(↵ = 63.9�, � = �7.2�), where the first error is statistical270

and the second error is systematic. The calculation of271

the systematic error involves conducting an analysis us-272

ing “anti-sidereal” time (K. Nagashima et al. 1998; A. A.273

Abdo et al. 2008). While sidereal time corresponds to274

the sky fixed frame, anti-sidereal time represents a non-275

physical frame. Analyzing data based on sidereal time276

allows us to determine the presence of anisotropy, while277

analyzing data based on anti-sidereal time provides in-278

sight into the systematic error on sidereal anisotropy re-279

sulting from non-physical e↵ects (R. Abbasi et al. 2010;280

F. J. M. Farley and J. R. Storey 1954). The same time-281

scrambling analysis with a time window of 4 hrs was282

performed but with anti-sidereal time in order to esti-283

mate the systematics and the maximum strength ob-284

served in regions A and B are quoted as systematic er-285

rors. The results of anti-sidereal time have been shown286

in Figure 7 and no characteristic signal regions can be287

seen in this case implying that the systematics caused288

by non-physical e↵ects are insignificant. The statistical289

error dominates as the systematic error is much lesser290

than statistical error.291

Region A appears to be a circular structure with a292

tail like projection. The maximum pixel significance293

observed in this region is 5.8�. To calculate the to-294

tal significance of this region, the unsmoothed data and295

reference maps were used in order to avoid the correla-296

tions introduced by smoothing between the pixels. First,297

the structure was defined by selecting those pixels which298

have a significance of more than 2� as shown in Figure 5299

in bottom. The total number of events in data and ref-300

erence maps from the region was obtained by summing301

up the pixel wise events in the selected area. The Li-302

Ma prescription was used to obtain the total significance303

which is 6.8�. The relative excess number of events in304

this region is (6.5± 1.3)⇥ 10�4.305

Region B is an elongated structure observed within306

⇠110� to 140� of right ascension and almost throughout307

the full declination range (see Figure 6). The maximum308

relative intensity observed for this region is (5.6± 1.8±309

0.1) ⇥ 10�4 at the pixel centered at (↵ = 124.5�, � =310

3.4�) and the significance of the pixel is 4.4�. Similar to311

the criteria applied for region A, those pixels which have312

a significance of more than 2� were selected to define313

region B. The overall relative intensity and significance314

of the region B is (4.9±1.4)⇥10�4 and 4.7�, respectively.315

The deficit seen around regions A and B are also con-316

sistent with the observations by Milagro, ARGO-YBJ317

and HAWC. The deficit observed between regions A318

and B is the most significant. The deficit structure319

has a significance of 3.7� and a relative intensity of320

�(4.6± 1.7)⇥ 10�4.321322

4. DISCUSSION323

By analyzing 3.7⇥109 EAS events collected over a pe-324

riod of 4 years, GRAPES-3 could significantly observe325

two excess regions namely A and B. The region A shows326

a tail like structure in the Northern hemisphere (� > 0�).327

The shape of the structure is similar to the “region328

A” observed by Milagro (A. A. Abdo et al. 2008) and329

HAWC (A. U. Abeysekara et al. 2014), and “region 1”330

reported by ARGO-YBJ (B. Bartoli et al. 2013). Mila-331

gro (at 36�N) observes the part of this structure in the332

Northern sky and the observations are continued to the333

Southern hemisphere by ARGO-YBJ (at 30�N), HAWC334

(at 19�N) and GRAPES-3 (at 11.4�N). GRAPES-3 and335

HAWC lying closer to the Equator have the advantage of336

covering the southern part of region A. Region B is also337

observed by Milagro, ARGO-YBJ (referred to as “region338

2”) and HAWC as a continuous structure running almost339

throughout the entire declination band, similar to obser-340

vations by GRAPES-3. The full sky analysis by HAWC341

and IceCube show that region B continues to the South-342

ern hemisphere as well (A. U. Abeysekara et al. 2019)343

running through the entire declination band. The deficit344

regions seen around these excesses by GRAPES-3 are345

also coincident with observations by Milagro, ARGO-346

YBJ and HAWC.347

The highest observed peak relative intensities for re-348

gion A are (8.5±0.6±0.8)⇥10�4 as measured by HAWC349

(A. U. Abeysekara et al. 2014), 10.0⇥ 10�4 by ARGO-350

YBJ (B. Bartoli et al. 2013) and (8.9±2.1±0.3)⇥10�4
351

by GRAPES-3. Region A’s peak intensity is situated in352

the Southern hemisphere at � = �7.2� and �6.3� for353

GRAPES-3 and HAWC respectively. Region B exhibits354

a peak relative intensity of (5.2 ± 0.6 ± 0.7) ⇥ 10�4 for355

HAWC, 5.0 ⇥ 10�4 for ARGO-YBJ and (5.6 ± 1.8 ±356

0.1) ⇥ 10�4 for GRAPES-3. The peak intensities have357

been tabulated in Table 1.358359

ARGO-YBJ (B. Bartoli et al. 2013) and HAWC (A.360

U. Abeysekara et al. 2014) have also performed an anal-361

ysis based on energy dependence by partitioning their362

datasets into multiple segments, some of which overlap363

with the median energy range of GRAPES-3 at about364

16 TeV. The relative intensity of region A observed by365

GRAPES-3 is (6.5 ± 1.3) ⇥ 10�4. ARGO-YBJ divided366
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the time-scrambling algorithm. The systematic excesses262

for regions A and B are also seen in the relative inten-263

sity plot. A zoomed view of the two regions are shown in264
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rors. The results of anti-sidereal time have been shown286

in Figure 7 and no characteristic signal regions can be287

seen in this case implying that the systematics caused288

by non-physical e↵ects are insignificant. The statistical289

error dominates as the systematic error is much lesser290

than statistical error.291

Region A appears to be a circular structure with a292

tail like projection. The maximum pixel significance293

observed in this region is 5.8�. To calculate the to-294

tal significance of this region, the unsmoothed data and295

reference maps were used in order to avoid the correla-296

tions introduced by smoothing between the pixels. First,297

the structure was defined by selecting those pixels which298

have a significance of more than 2� as shown in Figure 5299

in bottom. The total number of events in data and ref-300

erence maps from the region was obtained by summing301

up the pixel wise events in the selected area. The Li-302

Ma prescription was used to obtain the total significance303

which is 6.8�. The relative excess number of events in304

this region is (6.5± 1.3)⇥ 10�4.305

Region B is an elongated structure observed within306

⇠110� to 140� of right ascension and almost throughout307

the full declination range (see Figure 6). The maximum308

relative intensity observed for this region is (5.6± 1.8±309

0.1) ⇥ 10�4 at the pixel centered at (↵ = 124.5�, � =310

3.4�) and the significance of the pixel is 4.4�. Similar to311

the criteria applied for region A, those pixels which have312

a significance of more than 2� were selected to define313

region B. The overall relative intensity and significance314

of the region B is (4.9±1.4)⇥10�4 and 4.7�, respectively.315

The deficit seen around regions A and B are also con-316

sistent with the observations by Milagro, ARGO-YBJ317

and HAWC. The deficit observed between regions A318

and B is the most significant. The deficit structure319

has a significance of 3.7� and a relative intensity of320
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4. DISCUSSION323

By analyzing 3.7⇥109 EAS events collected over a pe-324

riod of 4 years, GRAPES-3 could significantly observe325

two excess regions namely A and B. The region A shows326

a tail like structure in the Northern hemisphere (� > 0�).327

The shape of the structure is similar to the “region328

A” observed by Milagro (A. A. Abdo et al. 2008) and329

HAWC (A. U. Abeysekara et al. 2014), and “region 1”330

reported by ARGO-YBJ (B. Bartoli et al. 2013). Mila-331

gro (at 36�N) observes the part of this structure in the332

Northern sky and the observations are continued to the333

Southern hemisphere by ARGO-YBJ (at 30�N), HAWC334

(at 19�N) and GRAPES-3 (at 11.4�N). GRAPES-3 and335

HAWC lying closer to the Equator have the advantage of336

covering the southern part of region A. Region B is also337

observed by Milagro, ARGO-YBJ (referred to as “region338

2”) and HAWC as a continuous structure running almost339

throughout the entire declination band, similar to obser-340

vations by GRAPES-3. The full sky analysis by HAWC341

and IceCube show that region B continues to the South-342

ern hemisphere as well (A. U. Abeysekara et al. 2019)343

running through the entire declination band. The deficit344

regions seen around these excesses by GRAPES-3 are345

also coincident with observations by Milagro, ARGO-346

YBJ and HAWC.347

The highest observed peak relative intensities for re-348

gion A are (8.5±0.6±0.8)⇥10�4 as measured by HAWC349

(A. U. Abeysekara et al. 2014), 10.0⇥ 10�4 by ARGO-350

YBJ (B. Bartoli et al. 2013) and (8.9±2.1±0.3)⇥10�4
351

by GRAPES-3. Region A’s peak intensity is situated in352

the Southern hemisphere at � = �7.2� and �6.3� for353

GRAPES-3 and HAWC respectively. Region B exhibits354

a peak relative intensity of (5.2 ± 0.6 ± 0.7) ⇥ 10�4 for355

HAWC, 5.0 ⇥ 10�4 for ARGO-YBJ and (5.6 ± 1.8 ±356

0.1) ⇥ 10�4 for GRAPES-3. The peak intensities have357

been tabulated in Table 1.358359

ARGO-YBJ (B. Bartoli et al. 2013) and HAWC (A.360

U. Abeysekara et al. 2014) have also performed an anal-361

ysis based on energy dependence by partitioning their362

datasets into multiple segments, some of which overlap363

with the median energy range of GRAPES-3 at about364

16 TeV. The relative intensity of region A observed by365

GRAPES-3 is (6.5 ± 1.3) ⇥ 10�4. ARGO-YBJ divided366
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Figure 9: Anisotropy and significance observed with a scrambling window of 4hrs and a smoothing radius of 10�

No detectors hit Events E (TeV) A (⇥10�4) A up (� > 0�)(⇥10�4) A low (�  0�)(⇥10�4) B (⇥10�4)

� 10 3.6⇥ 109 19.4 6.5± 1.3 5.3± 1.6 8.4± 2.1 4.9± 1.5

� 12 3.4⇥ 109 20.4 6.7± 1.3 5.6± 1.6 8.5± 2.1 4.9± 1.5

� 14 3.1⇥ 109 22.4 6.0± 1.4 4.5± 1.7 8.6± 2.2 4.9± 1.6

� 16 2.8⇥ 109 23.9 5.6± 1.5 3.8± 1.8 8.8± 2.4 5.5± 1.7

� 18 2.4⇥ 109 25.7 5.9± 1.6 3.9± 2.0 9.5± 2.5 6.2± 1.8

� 20 2.2⇥ 109 27.5 5.9± 1.6 3.9± 2.0 9.5± 2.5 6.2± 1.8

Table 1: The di↵erent energy bins and the strengths of the observed structures A and B

A third localised region of excess is seen in ⇠ �10� to 20� of declination and ⇠ 290� to 340� of right ascension. The202

localised pixels in this region have a pre-trial significance of more than 2�. The maximum strength of excess observed203

in this region is (5.0± 1.8)⇥ 10�4 at the pixel centered at (↵ = 317.1�, � = 5.9�). The maximum significance observed204

in this region is 3.9�. The overall excess of events observed is (3.2 ± 2.7) ⇥ 10�4 and the significance of the entire205

structure is 1.8�. Hence, this structure is not very significant and will be studied in future with a larger data set.206

In order to probe the energy dependence of the anisotropic structures, the data is divided into four parts based207

on the number of detectors triggered by each of them such that each set has su�cient number of events for probing208

anisotropy as described in Table 1. The particle density for each of these groups have been shown in Figure 11.209

The strengths of both regions A and B does not change significantly with increase in energy. However, a decreasing210

trend can be seen within 1� for region A as shown in Figure 14. HAWC, Milagro and ARGO-YBJ have reported the211

energy dependence of these structures in energies ranging within a TeV to tens of TeVs. In the results reported by212

ARGO-YBJ and Milagro, the change of relative intensity with energy is not very significant within 10 TeV – 50 TeV213

but a decreasing trend can be observed. The analysis was repeated for the tail part (� � 0�) and the circular region214

(� < 0�) of Region A separately and the results are shown in Figure 15. The tail part is observed to diminish more215

with increase in energy as compared to the circular region, similar to the observations by ARGO-YBJ. Milagro has216

observed reported the CR energy spectrum to be harder in region A.217218

4. DISCUSSION219

Region A shows a proper tail region (� > 0�) for ARGO-YBJ and GRAPES-3. The tail region is not very significant220

for HAWC which could be an artifact of the median energy of HAWC being lower. ARGO-YBJ has reported a221

significant excess point close to Crab. This point is not very significant for GRAPES-3 though the tail part of region A222

ends close to the location of Crab. Milagro has observed the CR spectrum to be harder in this region which supports223

the di↵usive propagation of CRs. ARGO-YBJ and Milagro also observe a more continuous structure for region B,224
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 HAWC  ARGO-YBJ 

Origin of the anisotropy is  
not known.Various models proposed.  

1. Supernova explosion that gave rise to 
Geminga pulsar 

2. Turbulent magnetic field within CR 
scattering length 

3. Decay of quark matters in pulsars

7

Figure 7. Relative intensity (top) and significance (bot-
tom) obtained after performing the same analysis with anti-
sidereal time. No characteristic signal region can be ob-
served.

Region A (⇥10�4) Region B (⇥10�4)

ARGO-YBJ 10.0 5.0

HAWC (8.5± 0.6± 0.8) (5.2± 0.6± 0.7)

GRAPES-3 (8.9± 2.1± 0.3) (5.6± 1.8± 0.1)

Table 1. The peak relative intensities of regions A and
B as reported by ARGO-YBJ, HAWC and GRAPES-3

The highest observed peak relative intensities for re-366

gion A are (8.5±0.6±0.8)⇥10�4 as measured by HAWC367

(A. U. Abeysekara et al. 2014), 10.0⇥ 10�4 by ARGO-368

YBJ (B. Bartoli et al. 2013) and (8.9±2.1±0.3)⇥10�4
369

by GRAPES-3. Region A’s peak intensity is situated in370

the Southern hemisphere at � = �7.2� and �6.3� for371

GRAPES-3 and HAWC respectively. Region B exhibits372

a peak relative intensity of (5.2 ± 0.6 ± 0.7) ⇥ 10�4 for373

HAWC, 5.0 ⇥ 10�4 for ARGO-YBJ and (5.6 ± 1.8 ±374

0.1) ⇥ 10�4 for GRAPES-3. The peak intensities have375

been tabulated in Table 1.376377

ARGO-YBJ (B. Bartoli et al. 2013) and HAWC (A.378

U. Abeysekara et al. 2014) have also performed an anal-379

ysis based on energy dependence by partitioning their380

datasets into multiple segments, some of which overlap381

with the median energy range of GRAPES-3 at about382

16 TeV. The relative intensity of region A observed by383

GRAPES-3 is (6.5 ± 1.3) ⇥ 10�4. ARGO-YBJ divided384

their dataset into five segments, with the last two seg-385

ments having median energies of 7.3 TeV and 20 TeV,386

respectively. In this case, the relative intensity of region387

A exhibited a flattening around 7.0⇥10�4 in the last two388

energy bins which encompass GRAPES-3’s median en-389

ergy. When considering HAWC’s analysis, their dataset390

was divided into seven segments, and the relative inten-391

sity of region A was assessed for each segment around392

the peak. It was reported by HAWC that the relative393

intensity of region A increases with energy. When com-394

paring our findings, we use the segment of data having395

a median energy of 14.7+28.7
�9.9 TeV, which is the closest396

approximation to GRAPES-3’s median energy and a rel-397

ative intensity of ⇠(22.0±5.0)⇥10�4 was reported. For398

region B, the relative intensity of the observed structure399

is (4.9 ± 1.4) ⇥ 10�4 by GRAPES-3. The average rel-400

ative intensity of region B measured by ARGO-YBJ is401

3.5⇥10�4. It varies in the range of (3.0�5.0)⇥10�4 for402

the last two energy bins that cover GRAPES-3’s median403

energy.404

There are di↵erent explanations for the origin of the405

small-scale anisotropic structures. Several models pro-406

pose that the origin of the hotspots might be linked to407

the proximity of supernova explosions, events known408

for generating cosmic rays (A.D. Erlykin and A.W.409

Wolfendale (2006)). According to (M. Salvati and B.410

Sacco (2008)), regions A and B could result from a411

phenomenon associated with a supernova explosion that412

gave rise to the Geminga pulsar. Situated between the413

observed structures of regions A and B is the Geminga414

pulsar (↵, �=98.47�, 17.77�). Some models suggest that415

these structures are a consequence of the turbulent mag-416

netic field within the cosmic ray scattering length (G.417

Giacinti and G. Sigl 2012; M. Ahlers and P. Mertsch418

2015) or CR scattering by Alfven waves created by tur-419

bulent cascades in local field direction (Malkov et al.420

2010). Another set of models suggest that they are421

generated due to magnetic reconnections in the heilo-422

sphere (P. Desiati and A. Lazarian 2012). The model423

presented in L. Drury and F. Aharonian (2008) investi-424

gates the hypothesis that region A could potentially be425

explained by the production of secondary neutrons in426

the concentrated tail of interstellar material that forms427

downstream of the Sun’s movement through the local428

interstellar medium (ISM). Some exotic models also sug-429

gest that decay of quark matter in pulsars or the accel-430

eration of strangelets near molecular clouds are causes431



Crab detection > 80 TeV with 9 years of observation 

CR background rejection > 99.5% using muons in shower   

Preliminary

The near-equatorial location of GRAPES-3 and nearly 100%  duty cycle would allow it to 
observe many point  gamma ray sources  including from the Galactic plane 
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 Upgrade of the GRAPES-3 experiment 
1. Upgrade of muon detector from 560 m2 to 1130 m2   
2. Upgrade of scintillator array to 3.5 times larger area 

Scientific objectives: 

1. To enhance sensitivity for gamma ray observation 

   Expected 5 sigma detection of Crab Nebula in 1 year    
     observation for E > 100 TeV 
     
2.  To enhance cosmic ray composition measurements 

     - Good separation of mass in 10-100 TeV range 

     - Measurements beyond the Knee (up to 100 PeV)  

3. To enhance solar & atmospheric studies 
     New muon detector has 70% more sky coverage 
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Figure 2: A layout of the GRAPES-3 array in Ooty, India including the existing and proposed addition
of detectors. The small solid squares in blue represent existing single PMT and small solid squares in red
represent existing double PMT scintillator detectors. The big solid squares in red represent existing muon
telescope modules whereas the big open squares represent muon telescope modules under construction. The
small open squares in blue represents proposed single PMT and in red represent porposed double PMT
scintillator detectors to be added.
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 Fabrication of proportional counter 

Proportional counter fabrication at GRAPES-3. ~4000 successfully made.

Rust removal Hermetic seal fixing Evacuation 

P10 gas filling Long term test PRC spectrum 
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Fe

Zn

μ

 Fabrication of proportional counter  3776 PRCs needed for new muon detector successfully fabricated in-house 
 Muon detector upgrade (560 m2 to 1130 m2)

1 5
74 2

13 3 814
1516 12 11

9 10

6

First operated module of new muon detector 

Partial view of GRAPES-3 experiment including 
new muon telescope with 16 modules
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    Summary
• Compact configuration of scintillator detectors coupled with the mid-altitude location of 

GRAPES-3 has lead to achieve excellent performances in terms of core, angular and 
energy, resolution. 

• Cosmic ray composition is measured below the Knee and proton spectrum has a good 
overlap with direct measurements and shows deviation from single power law.  

• Observation of cosmic ray anisotropy has been demonstrated from near-equatorial 
location. 

• Near equatorial location of GRAPES-3’s is an advantage for gamma ray studies. 
However it’s sensitivity needs to be enhanced.  

• Ongoing upgrade of the muon telescope together with scintillator array expansion can 
provide enhanced sensitivity for cosmic ray composition and gamma ray studies. 
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